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Abstract A lot of research has focused on the beneficial effects of using multimedia, that
is, text and pictures, for learning. Theories of multimedia learning are based on Baddeley’s
working memory model (Baddeley 1999). Despite this theoretical foundation, there is only
little research that aims at empirically testing whether and more importantly how working
memory contributes to learning from text and pictures; however, a more thorough
understanding of how working memory limitations affect learning may help instructional
designers to optimize multimedia instruction. Therefore, the goal of this review is to
stimulate such empirical research by (1) providing an overview of the methodologies that
can be applied to gain insights in working memory involvement during multimedia
learning, (2) reviewing studies that have used these methodologies in multimedia research
already, and (3) discussing methodological and theoretical challenges of such an approach
as well as the usefulness of working memory to explain learning with multimedia.

Keywords Multimedia learning .Working memory . Cognitive Theory ofMultimedia
Learning . Cognitive Load Theory . Dual-task methodology .Working memory capacity

In the last two decades, a lot of educational research has focused on the beneficial effects of
using multimedia for learning by referring to the Cognitive Theory of Multimedia Learning
(Mayer 2009) and/or the Cognitive Load Theory (Sweller et al. 1998). Both theories
suggest that multimedia learning can be best explained by paying close attention to how
information is processed and stored in the human mind. In particular, working memory is
assumed to be crucial in multimedia learning, because all information needs to be processed
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in working memory before it can be stored in long-term memory. Both, the Cognitive
Theory of Multimedia Learning and Cognitive Load Theory refer to Baddeley’s working
memory model (e.g., Baddeley 1999) as their theoretical foundation.

Despite the assumed importance of working memory for multimedia learning, only few
studies have empirically tested how it contributes to learning from text and pictures. We
agree with Tardieu and Gyselinck (2003) that such research “is necessary in order to
validate a theory based on load in working memory” (p. 18). Therefore, the goal of this
paper is to stimulate such empirical research by (1) providing an overview of the
methodologies that allow investigating working memory components involvement during
multimedia learning, (2) reviewing studies that have used these methodologies in
multimedia research, and (3) discussing the challenges and usefulness of such an approach.

To better understand how working memory may play a crucial role in multimedia
learning, Baddeley’s model is first outlined before discussing how it has been applied to
multimedia learning.

Baddeley’s Working Memory Model

According to Baddeley (1999), working memory is composed of multiple subsystems,
namely, the phonological loop, the visuo-spatial sketchpad, and the central executive. More
recently, the episodic buffer was added (e.g., Baddeley 2000). Each subsystem has its own
limited capacity, which enables the subsystems to act relatively independent from each
other. This implies that tasks involving different subsystems can be performed together
equally well as separately. Conversely, there will be interference between two tasks
involving the same subsystem. In addition, brain research has shown that the subsystems
are associated with different brain regions (for overviews, see Baddeley 1998; Smith and
Jonides 1997). Together, these findings imply a functional as well as neuropsychological
dissociation between the subsystems.

The phonological loop (PL) is the subsystem that processes verbal information. Spoken
words enter the PL’s passive storage unit (i.e., the phonological store) directly, whereas
written words have to be first converted from a visual code into an articulatory code. This
conversion is done by the PL’s subvocal rehearsal process before the words are transferred
to the phonological store.

The visuo-spatial sketchpad (VSSP) is the subsystem that processes visual and spatial
information. The VSSP’s visual component deals with visual characteristics of objects (e.g.,
shape or color; Logie 1995), whereas its spatial component deals with relational or spatial
information and the control of movements, for example, arm or eye movements (Lawrence
et al. 2001; Logie 1995; Logie and Marchetti 1991). The VSSP is likely to be responsible
for picture processing.

The central executive (CE) is the subsystem that is responsible for (a) monitoring and
coordinating the operation of the subsystems and linking them to long-term memory, (b)
switching attention between tasks and allocating attention to stimuli, (c) assigning
information to one of the subsystems, (d) updating and regulating working memory
contents, and (e) coding representations for their time and place of appearance (Baddeley
1996; Smith and Jonides 1999).

Prior to 2000, Baddeley assumed that coordination between the two subsystems was
handled by the CE; however, the CE lacked storage capacity for retaining information in
different codes. Therefore, the episodic buffer was added to the model, which allows
temporary storage of multimodal information, and combines information from the PL and
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VSSP with each other and with prior knowledge (Baddeley 2000). Like the PL and the
VSSP, the episodic buffer is controlled by the CE.

With respect to multimedia learning, there are a couple of implications that can be
derived from Baddeley’s model. First, limitations of working memory resources should
have adverse effects on multimedia learning. Second, these adverse effects should depend
on which subsystem is affected by the resource limitations. This implies that limitations in
the PL negatively affect the processing of verbal information, whereas limitations in the
VSSP negatively affect the processing of pictorial information. Finally, limitations in the
CE and episodic buffer should negatively affect the integration of verbal and pictorial
information.

The Role of Working Memory in Theories of Multimedia Learning

Two assumptions of Baddeley’s model have been incorporated into the Cognitive Theory of
Multimedia Learning and Cognitive Load Theory; however, these theories differ in how
heavily they rely on these assumptions. The distinction between a verbal and a visuo-
spatial working memory subsystem is reflected in Cognitive Theory of Multimedia
Learning’s assumption that humans possess an auditory/verbal channel and a visual/
pictorial channel for processing multimedia materials (Mayer 2005). These channels are
distinguished on the basis of the sensory mode of representations (visual vs. auditory) and
on their presentation code (verbal vs. pictorial). Mayer (2005) argues that the distinction
according to the sensory mode of representations is “most consistent with Baddeley’s […]
distinction between the visual-spatial sketchpad and the phonological (or articulatory) loop”
(p. 34). It is important to note that this interpretation is not necessarily in line with
Baddeley’s model, since Baddeley distinguishes the PL and the VSSP according to the
information’s representational code (verbal vs. pictorial) and not according to their mode, as
suggested by Mayer (cf. Rummer et al. 2010). We will come back to this issue when
discussing the explanation underlying one of the most prominent multimedia design effects,
that is, the modality effect.

A second assumption based on Baddeley’s (1999) model is that the working memory
subsystems have limited resources for processing information in parallel. Accordingly,
Cognitive Theory of Multimedia Learning assumes that each channel can only handle a
limited amount of information simultaneously. These limitations in processing capacity
provide the main argument for how instruction can be improved by optimizing the
cognitive demands that arise during studying multimedia materials.

Whereas Cognitive Theory of Multimedia Learning places equal weight on both
assumptions, Cognitive Load Theory emphasizes the limited-capacity assumption at the
expense of the dual-channel assumption. In the Cognitive Load Theory, cognitive resources
are seen as a unitary construct that are not tied to a specific code of information, that is,
verbal or visuo-spatial; instead, a distinction is made between cognitive load resulting from
the domain’s complexity in interaction with a learner’s prior knowledge (intrinsic load) and
load resulting from either harmful (extraneous load) or helpful cognitive processes
(germane load; Sweller et al. 1998). According to the Cognitive Load Theory, cognitive
overload occurs when the sum of these load types exceeds available working memory
capacity. However, it is unclear how Cognitive Load Theory’s assumptions map onto
Baddeley’s model, in which each subsystem has available its own resources and cognitive
overload occurs only within a subsystem. Only for the modality effect, Cognitive Load
Theory explicitly distinguishes between two working memory subsystems. This distinction
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resembles Cognitive Theory of Multimedia Learning’s distinction and will later be
discussed in the context of the modality effect.

Neither Cognitive Theory of Multimedia Learning nor Cognitive Load Theory comprise
assumptions about the role of the CE (or the episodic buffer) in multimedia learning,
despite the fact that at least the Cognitive Theory of Multimedia Learning places emphasis
on the fact that meaningful learning occurs only when verbal and pictorial information are
integrated with each other and with prior knowledge. According to Baddeley’s model, the
coordination between the subsystems and long-term memory as well as storage of
multimodal information is accomplished by the CE in cooperation with the episodic buffer
(cf. Gyselinck et al. 2008).

To conclude, theories of multimedia learning assign a pivotal role to working memory in
learning from text and pictures; however, the link between these theories and the Baddeley
model is loose and appears at least partly inconsistent. Therefore, it is worthwhile to
investigate empirically how working memory is involved during multimedia learning. To
do so, reliable methods have been developed in cognitive psychology allowing to assess
PL, VSSP, and CE contribution in any information-processing task. These methods are
outlined next. No established methods exist yet to examine episodic buffer involvement
during learning.

Assessing the Contribution of Working Memory Resources to Learning

According to the capacity approach to assessing working memory involvement, the
capacities of the subsystems are gauged and linked to learning outcomes to test whether
inter-individual differences in working memory capacity explain variance in learning
outcomes (Andrade 2001). If differences in the capacity of one of the subsystems are
associated with different learning outcomes, it can be deduced that this subsystem was
involved during learning.

In the dual-task approach, participants perform a dual task in addition to learning. This
dual task requires information processing in one of the subsystems. If there is interference
between the primary learning task and the dual task—as, for instance, indicated by a drop in
learning outcomes compared with a control condition without dual task—it can be deduced
that this subsystem was involved during learning.

The Capacity Approach

Individual working memory capacity is gauged by measuring how much information can be
processed by the subsystem(s) in question, which is denoted as the span of that subsystem.
In the following, we make a distinction between simple span and complex span tasks
(Carretti et al. 2009).

Simple span tasks are designed to gage the PL and VSSP capacity by measuring the
amount of information that can be stored over a short period of time. They require
participants to recall sequences of stimuli, such as numbers or spatial configurations.
They start with a short sequence (e.g., three stimuli) with three sequences of an equal
number of stimuli (i.e., a set). After a sequence has been presented, the participant has
to recall the stimuli in the correct order. When recall performance of a set is above a
certain threshold, the instructor presents the next set, with each sequence being
extended by one stimulus. When recall of a set is below a certain criterion, the task is
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terminated. The sequences’ length of the last correctly recalled set reflects the capacity
of the subsystem.

Complex span tasks are designed to assess CE capacity. Participants are asked to store
information in the PL or VSSP while additionally engaging in other cognitive activities (e.g.,
Daneman and Carpenter 1980). The CE is assumed to be involved during these tasks, because
accomplishing them requires executive functions to monitor and coordinate between multiple
cognitive tasks. To gauge CE capacity, at least two complex span tasks have to be
administered, one involving the CE and PL and the other one involving the CE and VSSP.
Then, latent variable analysis can be used to determine CE contribution, based on the
variance in performance shared by the two tasks. The variance unique to each task is
attributed to the contribution of the two subsystems (cf. Conway et al. 2005). Table 1 gives
an overview of the tests used to measure individual differences in working memory capacity.

Phonological loop One of the most frequently used simple span tasks to measure PL
capacity is the digit span task (Wechsler 1958). In this task, participants have to recall
sequences consisting of randomly ordered digits between zero and nine.

Visuo-spatial sketchpad The most common simple span tasks to measure VSSP capacity
are the Corsi block task for the spatial component and the Visual Pattern Test for the visual
component. In the Corsi block task (Milner 1971; Vandierendonck et al. 2004), participants
have to remember spatial sequences. The instructor taps cubes that are arranged irregularly
on a board in fixed sequences. After presentation, the participant has to recall the sequences
by tapping the same cubes in the same order.

Table 1 Tasks to measure working memory capacity

Task Working memory
subsystem

Reliability Validity Time
(min)

References

Digit span PL .80 to .91 .46 to .47 15 Wechsler (1958), Spreen and
Strauss (1998), and Waters
and Caplan (1996)

Corsi block VSSP .38 .27 to .35 15 Milner (1971), Spinnler and
Tognoni (1987), and Della
Sala et al. (1999)

VPT VSSP .73 to .75 .27 to .35 15 Della Sala et al. (1997, 1999)

Reading span
task

CEPL .70 to .80 .23 to .47 15 Daneman and Carpenter (1980),
Conway et al. (2005), Kane
et al. (2004), and Waters and
Caplan (1996)

Listening span CEPL .77 .52 to .77 20 Daneman and Carpenter (1980)
and Lehman and Tompkins (1998)

Operational
span

CEPL .80 .40 to .73 15 Turner and Engle (1989), Kane
et al. (2004), and Conway
et al. (2005)

Counting
span task

CEPL .77 .47 –a Engle et al. (1999) and Kane
et al. (2004)

Spatial span
task

CEVSSP .72 to .83 .83 –a Shah and Miyake (1996) and
Wechsler (1997)

a No information available
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The Visual Pattern Test, developed by Della Sala et al. (1997), gauges the capacity of the
visual part of the VSSP by measuring recall performance of abstract visual patterns. These
patterns are presented in two-dimensional matrices, in which half of the cells are filled
black. After presentation, participants have to recall the pattern by marking the black cells
in an empty version of the same matrix.

The correlations between the Corsi block task and the Visual Pattern Test are low (Logie
and Pearson 1997). Similarly, Della Sala et al. (1999) showed interference between the
Visual Pattern Test and a visual dual task but little interference between the Visual Pattern
Test and a spatial dual task. They found the opposite pattern for the Corsi block task. These
findings indicate that the Visual Pattern Test and the Corsi block task gauge the capacities
of independent visual and spatial components of the VSSP.

Central executive Examples of complex memory tasks that involve the CE and the PL
(CEPL) are the Reading Span Task (with written stimuli) and the Listening Span Task (with
spoken stimuli) constructed by Daneman and Carpenter (1980). In these tasks, participants
verify unrelated sentences while remembering the last word of each sentence in the set. The
CEPL capacity corresponds to the maximum number of correctly recalled final words while
validating sentences. Both tasks show similar correlations with reading and listening
comprehension, indicating that general language processes instead of specific reading or
listening processes are addressed by these tasks.

A similar CEPL measure is the Operational Span Task (Turner and Engle 1989). The
Operational Span Task requires participants to solve mathematical operations while
remembering words presented after each equation. At the end of a set, participants recall
the presented words.

Finally, CEPL capacity can be gauged by the Counting Span Task. This task involves
counting shapes or objects (e.g., blue circles) on a display while ignoring other objects (e.g.,
blue squares) and storing the total number for later recall. After the presentation of a set,
participants have to repeat the stored numbers in the correct order (Engle et al. 1999).

The Spatial Span Task (Shah and Miyake 1996) is the only complex span task that
involves the CE and the VSSP (CEVSSP). In this task, participants have to mentally rotate
letters to decide whether or not these letters are mirrored. In addition to this verification
task, participants have to recall the angles of rotation (e.g., 0°, 45°, 90°, etc.) at the end of
each set of letters. However, it can be argued that the recall of angles, which are numbers,
also involves the PL.

The Dual-Task Approach

Three kinds of dual tasks can be differentiated: secondary tasks, interference tasks, and
preload tasks (Andrade 2001; Cocchini et al. 2002). The differentiation into three types of
tasks is based on (a) the requirements imposed onto the participant, that is, active versus
passive processing of information related to the dual task and (b) the point in time the dual
tasks are presented, that is, before or during the main task.

The most common dual-task paradigm involves the use of a secondary task in addition
to a primary task (e.g., multimedia learning). The secondary task is specifically designed to
tap the resources of one working memory subsystem (Andrade 2001). If both tasks rely on
the same subsystem, their simultaneous performance will yield interference and as a
consequence, performance on either one or both tasks will decrease compared with a
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control condition, in which participants perform the two tasks separately. If there is no
decrease in performance, it can be concluded that the primary task is processed in a
different subsystem than the secondary task. Less common variants of the dual-task
paradigm include the use of interference tasks and preload tasks. Interference tasks are tasks
in which participants are exposed to irrelevant stimuli that are assumed to get access to
working memory automatically. Therefore, presenting these stimuli interferes with the
primary task and hence reduces performance (Andrade 2001). Preload tasks require
participants to keep information that is presented before the primary task in working
memory while trying to encode the information of the primary task (Cocchini et al. 2002).
Thus, when performance in the primary task and/or preload task performance are impaired
compared with a control condition, it can be concluded that the primary task and the
preload task require the same resources.

Whereas secondary tasks and preload tasks require active rehearsal of information by the
participant, irrelevant stimuli are assumed to get access automatically to the respective
working memory subcomponent. Active rehearsal and automatic access are both assumed
to load the respective working memory subsystem.

Phonological loop Articulatory suppression, irrelevant speech, or verbal preload tasks can
be used to examine PL involvement. Articulatory suppression is a secondary task to load
the PL by requesting participants to articulate syllables, words, or numbers (Murray 1967).
The task disturbs subvocal rehearsal and recoding of written information that may be
required for the primary task (Gathercole and Baddeley 1993).

To examine PL involvement with an interference task, irrelevant speech can be presented
(e.g., Colle and Welsh 1976). According to Baddeley (1999), effects of irrelevant speech on
verbal tasks cannot be attributed to distraction, because presenting music without words
does not affect performance in the primary task in the same way. To examine PL
involvement with a verbal preload task a verbal stimulus, for example, a list of words, is
presented before the primary task and has to be recalled after having worked on the primary
task (e.g., Cocchini et al. 2002).

Visuo-spatial sketchpad Dual tasks such as spatial tapping, interference tasks, and visuo-
spatial preload tasks can be used to measure VSSP involvement. Spatial tapping is a
secondary task that is assumed to address the spatial component of the VSSP. In this task,
participants have to continuously conduct specific movements, which are known to be
controlled by the spatial component of the VSSP (e.g., pressing buttons on a hidden
keyboard: Della Sala et al. 1999; foot tapping: Miyake et al. 2004). Spatial tapping has
been shown to interfere with spatial tasks (e.g., Farmer et al. 1986), but not with visual
tasks (Logie and Marchetti 1991). Therefore, when spatial tapping interferes with the
primary task, it can be concluded that this task is processed in the spatial component of the
VSSP. To measure visual VSSP involvement, no secondary task exists to our knowledge
but only interference or preload tasks.

To examine visual VSSP involvement with an interference task, irrelevant visual stimuli
are presented (e.g., McConnell and Quinn 2000). Quinn and McConnell (1996) introduced
the Dynamic Visual Noise technique, in which they showed learners dots, which changed
continuously and randomly between black and white. They demonstrated that this
technique interfered with visual mnemonics, but not with a spatial task. Static Visual
Noise did not show these interference effects (see McConnell and Quinn, experiment 1). To
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examine VSSP involvement with the use of a visuo-spatial preload task, a visuo-spatial
stimulus, for example a visual pattern, is presented before the primary task and has to be
recalled after the primary task (e.g., Kruley et al. 1994).

Central executive To examine CE involvement, random generation tasks are used. Random
generation tasks are secondary tasks, in which participants generate random sequences by
naming letters or numbers or by tapping in a random order (e.g., Baddeley et al. 1998).
Attentional processes of the CE are required in this task, because participants have to
deliberately avoid stereotypical sequences, such as 1–2–3 or A–B–C. However, as random
generation tasks also load the VSSP or the PL (e.g., because letters have to be verbalized),
impaired performance can also indicate interference in one of these subsystems. Therefore,
similar to the measurement of individual working memory capacity, at least two random
generation tasks should be used, loading either the PL or the VSSP. CE contribution can
then be determined by means of latent variable analysis. Finally, no established interference
tasks or preload tasks for the CE exist to our knowledge.

Advantages and Disadvantages of Capacity and Dual-Task Approach

Implementation The capacity approach is convenient to assess working memory sub-
components involvement because capacity measures are easy to administer before or after
the actual experiment. However, gauging capacity within the same time slot as the
experiment may prolong the experiment substantially, thereby causing fatigue and lack of
motivation in the participants. This may become problematic especially when assessing CE
involvement, because two complex span measures are required for unambiguous
interpretation of the data (i.e., a CEPL and a CEVSSP task).

The dual-task approach is more challenging to implement. The first challenge is that
baseline performance of the primary task should be gauged (i.e., the learning task without
the dual task). In many basic cognitive psychology experiments this can be accomplished in
a within-subjects design. However, with multimedia learning materials, usually no
sufficiently comparable and therefore suitable stimuli exist that can be sued for a baseline
assessment. Hence, a between-subjects design has to be used, in which for every
experimental condition investigated in the study two versions exist, one with and one
without dual task. Not only does a between-subjects design increase error variance because
of individual differences in responding to both, the primary and dual task, but also the
number of participants increases in such a design.

The second challenge is that an adequate dual task should be selected. It should be
possible to perform the primary task and the secondary task at the same time. For instance,
a spatial finger-tapping task cannot be used when the hands are required to provide input
during learning. In these cases, interference or preload tasks are better options.

Participant sample There are no specific requirements about sample size arising from the
capacity approach unless the aim is to determine CE capacity based on latent variable
analyses. In this case, large sample sizes are required (cf. Conway et al. 2005). However,
the capacity approach requires a sufficient amount of inter-individual variance with regard
to participants’ working memory capacities. If this is not the case, it will be unlikely that a
relationship between working memory capacity and learning outcomes is found. Especially

396 Educ Psychol Rev (2011) 23:389–411



with rather homogenous samples of, for example, university (psychology) students this
problem is likely to occur. The dual-task approach, on the other hand, makes no specific
presumptions about sample characteristics; however, it may lead to a considerable increase
in sample size necessary to determine baseline performance.

Analysis and Interpretation Data resulting from the capacity approach are easy to analyze,
thereby providing a readily estimate of working memory components involvement.
However, it is important to note that these data are correlative in nature. This implies that
it is possible that a third variable (e.g., intelligence) underlies the observed relationship.
Therefore, ideally more than one capacity measure should be used. If correlations
between the capacity measures and learning outcomes are found (i.e., pointing toward
dissociations between, for instance, PL and VSSP), an involvement of the underlying
working memory component will be more likely, because if results are due to a third
factor, it should influence all correlations between individual working memory measures
and learning outcomes in a similar way (cf. Conway et al. 2003; Salthouse and Pink
2008).

Moreover, the capacity approach relies on the assumption that working memory capacity
constitutes a relatively stable construct (i.e., a personal trait) that has an effect on processing
irrespective of the situation. Hence, it presupposes that inter-individual capacity differences
are large enough to affect learning outcomes and that effects are not overridden by other
variables (e.g., prior knowledge). However, Baddeley (1999, p. 54ff.) acknowledges that,
for instance, differences in PL capacity play hardly any role in accounting for differences in
reading comprehension of adult readers, even though all information has to pass the PL in
standard reading tasks. However, the majority of adult readers has much experience of
reading so that lower-level skills and capabilities are unlikely to pose any obstacles; instead,
higher-level skills such as the ability to draw inferences based on prior knowledge will
become more influential.

The dual-task approach is a more direct approach to measuring working memory
components involvement than the capacity approach, because the dual-task approach
assesses which aspects of the experimental variations interfere with processes located in
specific subsystems. Thus, decreases in task performance can be unambiguously traced
back to interference in working memory and hence be interpreted in a causal manner.
Moreover, as the dual-task approach focuses on how working memory handles
situational demands depending on how many resources are already claimed by other
processes, it may also be more sensitive and allows for a more fine-grained
measurement of working memory components involvement. In particular, the exact
time course of working memory components involvement can be determined over time
and as a function of the processes conducted to accomplish the primary task. Therefore,
the dual-task approach is tied more closely to the cognitive processes occurring, for
instance, during multimedia learning.

To conclude, there are important differences between the validity of the two approaches.
Whereas findings from the dual-task approach can be attributed unambiguously to the
underlying working memory system, findings from measuring individual working memory
capacity have to be interpreted with care, especially if only the capacity of one subsystem
has been gauged. On the other hand, individual difference measures are easy to apply;
hence, despite their potential drawbacks they are often used in studies in which working
memory components involvement is not the main research question.

Educ Psychol Rev (2011) 23:389–411 397



Assessing Working Memory Involvement During Multimedia Learning

In this section, we address our second goal of this review by discussing studies that
examined the general contribution of working memory to multimedia learning. Moreover,
we review studies that examined whether working memory components are involved in
specific multimedia design effects, namely, the modality effect, to see whether their
empirical evidence is in line with what to be expected from multimedia theories.

The literature search was conducted by searching PsychInfo and ERIC for the keywords
“working memory,” “multimedia,” “(learning with) text and pictures,” “working memory
capacity,” “dual task,” and “individual differences” and examinations of references of
individual journal articles. Only studies that used at least one of the before-mentioned,
established measures were included into the review, whereas studies investigating working
memory components involvement using other types of measurements were excluded (with
the exception of one study by Brünken et al. 2002, see below).

General Contribution of Working Memory to Multimedia Learning

Evidence from Studies Using the Capacity Approach One of the few researchers, who have
examined the influence of working memory capacity on learning using simple span
measures, are Gyselinck and colleagues (Gyselinck et al. 2002; Gyselinck et al. 2000).
Gyselinck et al. (2000) presented written texts about physics to learners (e.g., static
electricity) and varied between subjects whether or not a static picture accompanied the
text. They divided learners into groups with either high or low VSSP capacity based on
their performance on the Corsi block task. To ensure that PL capacity was comparable
across groups, the digit span task was also administered. Learners with high VSSP capacity
benefited from static pictures whereas learners with low VSSP capacity did not. This
indicates that the VSSP is involved during static picture processing and that sufficient
VSSP capacity is required to learn from pictorial representations.

In a follow-up study, Gyselinck et al. (2002, experiment 1) again varied between subjects
whether or not written texts were accompanied by static pictures. Again, learners with high
VSSP capacity benefited more from static pictures than learners with low VSSP capacity.
Furthermore, learners with high VSSP capacity were strongly disturbed by a spatial tapping
task performed during learning compared with low-capacity learners. A possible
explanation is that learners with high VSSP capacity relied more on pictures than learners
with low VSSP capacity and, therefore, were more disturbed by the spatial tapping task,
leading to impaired learning outcomes.

Gyselinck et al. (2002, experiment 2) investigated PL involvement during learning with
either only written text or a (labeled) static picture. They compared learners with either high
or low PL capacity but equal VSSP capacity. Learners with high PL capacity performed
better than learners with low PL capacity in the text-only condition, whereas there were no
corresponding differences in the picture-only condition. This indicates that as expected, the
PL is involved during text processing but not in picture processing. Furthermore, an
articulatory suppression task disturbed text processing of learners with high PL capacity to
a large extent, but had no effect on learners with low PL capacity. Again, a possible
explanation is that learners with high PL capacity relied more on the text than learners with
low PL capacity and, therefore, had less PL capacity available to perform the articulatory
task, leading to impaired performance. On the other hand, a spatial tapping task had no
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influence on text processing in both the high and low PL capacity groups, indicating that
the VSSP was not involved during text processing.

A study using both simple and complex span measures was conducted by Pazzaglia et
al. (2008). They asked Italian middle school students to learn about Germany’s geography
from a hypermedia system. After learning, the authors assessed the students’ visuo-spatial
mental representation of the hypermedia structure (map recognition test) and tested whether
information was memorized and correctly integrated (semantic test). The presentation
consisted of spoken text, written text, and pictures. Participants performed two simple span
tasks, the digit span and Corsi block task, and two complex span tasks, the Listening Span
and Dot Matrix Task. In the Dot Matrix Task, participants first verified a visual matrix
equation and then viewed a 5×5 matrix containing a dot. After a series of these equations
and matrices, participants marked all dots in a single answer 5×5 matrix. This task had
been designed by the authors for this study and was assumed to assess the CEVSSP. The
results showed that Listening Span Task performance correlated with semantic knowledge
acquisition, whereas Dot Matrix Task performance did not. Instead, the role of the CLVSSP
clearly emerged in the map recognition test assessing the visuo-spatial mental represen-
tation of the hypermedia structure. Neither digit span nor Corsi block task performance was
related to map and semantic test performance, which might be because the dependent
variables were not pure verbal or visuo-spatial memory measures, but required participants
to connect information units into a coherent, global structure. This might explain why only
CEVSSP and CEPL capacity correlated significantly with learning outcomes.

Only one complex span task was used in studies by Austin (2009, experiment 2) and
Doolittle et al. (2009). Participants were assigned to one of three groups: animation and
written text, animation and spoken text, or animation, spoken, and written text. Participants
learned about lightning (Austin) or the working of a pump (Doolittle et al. 2009) and were
afterwards tested using a recall and transfer test. In both studies, CEPL capacity was gauged
using the Operational Span Task. In Austin’s study the CEPL predicted a significant
proportion of the variance in transfer test scores. Doolittle et al. (2009) used an extreme
group design. Participants with high CEPL capacity outperformed low-capacity participants
on both tests. These results imply that the CEPL contributed to multimedia learning.
Interestingly, there were no interactions between CEPL span and the three multimedia
conditions, indicating that the CEPL was involved to the same extent in all three conditions
(for similar results, see Doolittle and Mariano 2008; Lusk et al. 2009).

Sanchez and Wiley (2006) used a Reading Span and an Operational Span Task to
investigate whether CEPL capacity affects the effectiveness of adding a picture to improve
text comprehension. They assigned participants to a text-only group, a group with text and
conceptually relevant pictures, or a group with text and irrelevant (i.e., seductive) pictures.
The authors computed a composite score from the two CEPL tasks and used this score to
form extreme groups. Only text comprehension of learners with low CEPL capacity suffered
from presenting seductive pictures. A possible explanation is that high-capacity learners are
better able to control their attention and ignore irrelevant pictures. This was confirmed by
eye-tracking data showing that learners with high CEPL capacity spent less time looking at
irrelevant pictures.

Dutke and Rinck (2006) used the Reading Span and the Spatial Span Task to investigate
how individual differences affect learning of spatial arrangements, which consisted of five
objects (five words or five icons) located at five positions in a 2×3 matrix. For example,
one spatial arrangement consisted of the five words strawberries, apples, banana, pear, and
pineapple, which were located on five different positions within the 2×3 matrix.
Importantly, the complete spatial arrangement was never shown to participants but had to
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be inferred from four adjacent pairs of objects presented on their specific positions within
the matrix. As dependent variable, the authors used the time to verify whether complete
arrangements or object pairs depicted spatial relations that had been indirectly shown. They
divided participants into four groups according to their CEPL and CEVSSP capacity (i.e., low
CEPL–low CEVSSP, high CEPL–low CEVSSP, etc.). The results showed that integrating
objects (i.e., words or icons) into a complete arrangement was most difficult for participants
with low CEPL and low CEVSSP indicating that the CE plays a role in (mentally) integrating
information, regardless of the involved subsystem. Furthermore, the authors expected that it
would take longer to verify spatial arrangements containing words than verifying spatial
arrangements containing icons. The results showed that low CEVSSP capacity led to
impaired performance in both cases, probably because of the spatial arrangement of the
icons and words; however, low CEPL capacity impaired performance only with spatial
arrangements containing words. Thus, the processing of spatial arrangements irrespective of
whether they contain words or icons seems to rely on the CE and the VSSP, whereas the
processing of spatial arrangements with words seems to additionally rely on the PL.

To summarize, CEPL as well as CEVSSP measures indicate CE involvement during
connecting and integrating information, but show diverse results about the processing of
verbal and pictorial information. In accordance with the theoretical assumptions CEPL

measures are involved during verbal information processing, whereas CEVSSP measures are
involved during pictorial information processing (and not vice versa). These specific
correlations indicate that the relationships between measures and learning outcome can
likely be traced back to the underlying subsystem and not to a third variable. The role of the
PL and VSSP capacity as measured by simple span tasks is less clear, because only a few
studies have been conducted that addressed this issue. Whereas Gyselinck et al. (2000;
2002) showed specific correlations between PL and VSSP capacity and text and picture
processing, respectively, Pazzaglia et al. (2008) observed no relationships, which might,
however, also be explained by the dependent variables they used. Table 2 gives an
overview over the empirical evidence for the contribution of working memory in
multimedia learning by measuring its capacity.

Evidence from studies using the dual-task approach One of the first studies using the dual-
task methodology in multimedia learning was conducted by Kruley et al. (1994). They
addressed the question whether the VSSP and the PL are involved during understanding
multimedia material using a preload design. In two experiments, they varied within subjects
whether the participants had to keep visuo-spatial or verbal information in working memory
during learning (preload condition) or not (control condition). Furthermore, in both
experiments they varied within subjects whether or not static pictures accompanied auditory
descriptions about causal systems. To investigate the VSSP involvement in multimedia
learning (experiment 1), participants in the preload condition had to remember the location
of dots presented in 2×2 matrices in working memory during learning. A matrix was
presented before each sentence. Learning (i.e., listening to a sentence) was interrupted after
each sentence and a second matrix was presented. Participants had to decide whether this
matrix matched the matrix shown earlier. In the control condition, participants saw an
empty matrix before each sentence; after each sentence, they saw a matrix and decided
whether the dots in the matrix were above the centerline of the grid. Thus, no maintenance
of visuo-spatial information was required during learning. The authors expected
interference between processing of pictures and simultaneously retaining the visuo-spatial
matrix, because they assumed that both tasks would load the VSSP. This hypothesis was
confirmed for performance in the visuo-spatial matrix task. When no pictures but only
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spoken texts were presented, there was no interference. This indicates that both pictures and
matrices were processed in the VSSP, but not text.

To investigate PL involvement during multimedia learning (experiment 4), participants
retained digits during learning in the preload condition. In the preload condition, four digits
were presented before each sentence. After the presentation of a sentence, participants
verified whether the order of two test digits was the same as in the original sequence. In the
control condition, the test digits and the original sequence were shown between the
sentences, so that participants were not required to retain the original sequence. As
expected, the verbal preload task impaired text comprehension and performance in the digit
task in the text only as well as in the text-picture condition, indicating that the text and the
verbal preload task were processed in the PL. Furthermore, as the presentation of a picture
had no specific influence on the performance in the digit task, it can be concluded that
pictures were not processed in the PL.

Gyselinck et al. (2000) conducted a similar study with written instead of spoken text. In
addition to measuring individual working memory capacity and varying picture
presentation between subjects (see prior section), they varied within subjects whether
participants had to keep visuo-spatial information or verbal information (preload
conditions) or both (control condition) in working memory during learning. To load the
VSSP, participants retained matrices during learning, whereas to load the PL they
memorized nonwords. In the control condition, participants retained the position of three
nonwords within a 2×2 matrix during learning. In this study, PL and VSSP involvement in
multimedia learning using the dual-task methodology was not confirmed. A likely

Table 2 Empirical evidence for the contribution of working memory in multimedia learning by measuring
working memory capacity

Verbal information Pictorial information Connecting/integrating
information

PL Involvement in processing
written and spoken texts
(Gyselinck et al. 2002)

No involvement in processing
static pictorial information
(Gyselinck et al. 2002)

–

VSSP No involvement in processing
written and spoken texts
(Gyselinck et al. 2000;
Gyselinck et al. 2002)

Involvement in processing
static pictorial information
(Gyselinck et al. 2000;
Gyselinck et al. 2002)

–

CEPL Involvement in spoken and
written text processing
(Austin 2009; Doolittle et al.
2009; Dutke and Rinck 2006;
Pazzaglia et al. 2008)

No involvement in the
processing of static pictorial
information (Dutke and Rinck
2006)

Involvement in connecting and
integrating information
(Austin 2009; Doolittle et al.
2009; Dutke and Rinck 2006;
Pazzaglia et al. 2008)
Involvement in controlling
attention (Sanchez and Wiley
2006)

CEVSSP No involvement in written text
processing (Dutke and Rinck
2006; Pazzaglia et al. 2008)

Involvement in the processing
of static pictorial information
(Dutke and Rinck 2006) The
CEVSSP predicted
performance in a map
recognition test (Pazzaglia et
al. 2008)

Involvement in connecting and
integrating information
(Dutke and Rinck 2006)
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explanation is that both subsystems were heavily loaded in the control condition, which
required information processing in both the PL and VSSP.

Gyselinck et al. (2002) used secondary tasks instead of preload tasks. In addition to the
between-subject picture presentation (see prior section), they varied within subjects whether
participants performed a spatial tapping task, an articulatory suppression task, or no
secondary task during learning. The results confirmed the hypothesis that picture processing
involves the VSSP and text processing the PL. Specifically, the spatial tapping task
impaired comprehension only when texts were accompanied by pictures, but not when only
texts were presented. On the other hand, the articulatory suppression task impaired learning
within the text-only and the text-picture conditions to a similar extent, without diminishing
the advantage of picture presentation.

Whereas the above mentioned studies concentrated on causal tasks (e.g., the functioning
of a volcano), Brunyé et al. (2006) examined whether working memory components are
also involved during learning procedures (e.g., assembling Kinder Egg™ toys). They varied
presentation format between subjects, with a written text only, a static picture only, and a
written text-static picture group. Furthermore, the authors manipulated between groups
whether participants performed a spatial tapping task (VSSP), an articulatory suppression
task (PL), a random generation articulatory task (CEPL), or a random generation tapping
task (CEVSSP) during learning. In the control group, participants learned without secondary
task. As in Gyselinck et al. (2002), there was interference between spatial tapping and
picture processing as well as between articulatory suppression and text processing,
indicating that pictures were processed in the VSSP and text was processed in the PL.
Additionally, learners studying text and picture suffered more from the random generation
tasks than the text-only or picture-only groups, indicating that the CE plays an important
role in multimedia learning, probably because CE resources are needed to integrate texts
and pictures.

So far, only dual-task studies have been reported that examined working memory
components involvement during learning with text and static pictures. Nam and Pujari
(2005) investigated whether the VSSP is also involved when dynamic pictures are
presented by varying whether animations, static pictures, or no pictures accompanied a
written text describing technical systems (e.g., the functioning of a fridge). To examine
VSSP involvement, learners conducted a finger-tapping task during learning. No secondary
task was performed in the control groups. The interaction between presentation type and
secondary task showed that learning was more impaired when combining spatial tapping
with either dynamic or static pictures than without pictures. This implies that both static and
dynamic pictures are processed in the VSSP. It must be noted, however, that spatial tapping
also impaired performance in the text-only condition, indicating that text is also processed
in the VSSP under specific circumstances (see for example, De Beni et al. 2005).

To summarize, the studies using the dual-task methodology confirm the assumption that
the PL and VSSP are involved during multimedia learning: The PL is involved during
written and spoken text processing, but not in the processing of static and dynamic pictures;
the VSSP is involved during static and dynamic picture processing, but not during the
processing of written and spoken text. Only one study by Brunyé et al. (2006) investigated
CE involvement during multimedia learning using the dual-task methodology. The results
confirm the assumption that the CE is involved during connecting and integrating
multimedia information (see Table 3 for an overview).

Accordingly, both types of methodologies confirm the assumption that the different
working memory subcomponents have specific responsibilities during multimedia learning.
This indicates that information-processing theories, such as Baddeley’s working memory
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model (Baddeley 1999), can be used to derive hypotheses about the processing of
multimedia materials as has been suggested by Cognitive Theory of Multimedia Learning
and Cognitive Load Theory. However, as discussed earlier these theories appear to be only
loosely linked to Baddeley’s model. Therefore, it is unclear whether their explanations that
are based on working memory processes also hold when looking at more specific
multimedia design effects. One effect for which assumptions about its cause refer to
working memory processes, is the modality effect, that is, the finding that combining
spoken text with pictures yields better learning outcomes than combining written text with
pictures (for an overview, see Ginns 2005).

Contribution of Working Memory to the Modality Effect

According to Cognitive Theory of Multimedia Learning and Cognitive Load Theory, the
modality effect can be explained by assuming that in the initial processing stages in
working memory, written texts and pictures compete for the same resources in the visual
part of the visual/pictorial channel (i.e., the VSSP), because both are presented visually.
However, with spoken texts, texts are processed in the auditory part of the auditory/verbal
channel (i.e., the PL), whereas pictures are processed in the visual part of the visual/
pictorial channel. As discussed before, this assumption is not consistent with Baddeley’s
model (Baddeley 1999), which suggests that both spoken and written texts are solely
processed in the PL (i.e., unless they contain visuo-spatial information, cf. de Beni et al.
2005). The aforementioned methodologies make it possible to shed light on the working
memory explanation of the modality effect: according to Baddeley (1999) the degree to

Table 3 Empirical evidence for working memory involvement during multimedia learning by applying dual-
task methodology

Verbal information Pictorial information Connecting/integrating
information

PL Involvement in processing written
and spoken texts (Brunyé et al.
2006; Gyselinck et al. 2002;
Gyselinck et al. 2008; Kruley et
al. 1994)

No involvement in processing
static pictorial information
(Brunyé et al. 2006; Gyselinck
et al. 2002; Kruley et al. 1994)

No involvement in
connecting and
integrating information
(Brunyé et al. 2006)

VSSP No involvement in processing
written and spoken texts (Brunyé
et al. 2006; Gyselinck et al.
2002; Gyselinck et al. 2008;
Kruley et al. 1994) Involvement
in processing written and spoken
texts (Nam and Pujari 2005)

Involvement in processing static
and dynamic pictorial
information (Brunyé et al. 2006;
Gyselinck et al. 2002; Gyselinck
et al. 2008; Kruley et al. 1994;
Nam and Pujari 2005)

No involvement in
connecting and
integrating information
(Brunyé et al. 2006)

CEPL – – Involvement in
connecting and
integrating information
(Brunyé et al. 2006)

CEVSSP – – Involvement in
connecting and
integrating information
(Brunyé et al. 2006)
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which the VSSP is involved during multimedia learning should be the same for spoken and
for written text, whereas according to Cognitive Theory of Multimedia Learning and
Cognitive Load Theory the VSSP should be involved more strongly in multimedia
presentations containing written rather than spoken text. Thus, there should be stronger
interference between dual tasks and multimedia learning in case of written than in spoken
text.

To test this assumption, Brünken et al. (2002) asked students to learn from either a
written or a spoken multimedia presentation, while responding as fast as possible whenever
a letter presented at the top of the computer screen changed color (dual task). Unfortunately,
this dual task is likely to induce higher demands related to early (sensory) visual attention
processes, because it requires visually monitoring the letter, and hence does not allow
investigating working memory involvement in an unambiguous manner. Accordingly and
unsurprisingly, this dual task interfered with multimedia learning especially in conditions
with written instead of spoken text, because with written text, visual attention is required
not only for processing the pictorial but also the verbal input (cf. Cierniak et al. 2009, for a
discussion of this problem). Furthermore, this kind of dual task does not allow for
distinguishing between the load within either the PL and VSSP, which is, however,
necessary to validate the specific assumptions made by Cognitive Theory of Multimedia
Learning and Cognitive Load Theory. The same is true for studies conducted by Brünken et
al. (2004) and Seufert et al. (2009), which is why we do not describe them in detail here.

A more adequate test of the working memory explanation of the modality effect comes
from a study by Gyselinck et al. (2008). The authors presented static pictures to learners
and varied between subjects whether the pictures were accompanied by either spoken or
written text. Within subjects, they varied whether learners performed a spatial finger-
tapping task, an articulatory suppression task, or no secondary task during learning. The
results showed that articulatory suppression impaired learning compared with the control
condition, which indicates that both written and spoken texts are processed in the PL.
Additionally, the spatial tapping task impaired learning with written and spoken multimedia
materials to the same extent, possibly because learners in both conditions processed static
pictures. Most importantly, the authors found no interference between written text and the
spatial tapping task, which is not in line with the assumption that written text is initially
processed in the visual/pictorial channel as proposed by the Cognitive Theory of
Multimedia Learning and Cognitive Load Theory. For alternative explanations of the
modality effect that are based on sensory memory rather than working memory processes,
the reader is referred to Rummer et al. (2010, 2011) and Schmidt-Weigand et al. (2010).

The modality effect provides an excellent example of how working memory
methodologies can be used to test specific assumptions about the causes underlying
multimedia design effects. To do so, it is vital that these explanations are described at a
level that allows a clear prediction to be made about underlying working memory
mechanisms, which, with the exception of the modality effect, however, hardly exist.

Discussion

Multimedia theories explain multimedia learning against the background of Baddeley’s
working memory model (Baddeley 1999). Our overview of studies that explicitly
investigated working memory contribution to multimedia learning suggests that there is
converging evidence that the PL and the VSSP have different responsibilities during
processing multimedia instruction, with the PL being responsible for processing verbal
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information—irrespective of the modality in which the text is presented—and with the
VSSP being responsible for processing pictorial information such as static or dynamic
visualizations (e.g., Brunyé et al. 2006; Gyselinck et al. 2002, 2008; Kruley et al. 1994;
Nam and Pujari 2005). Relatively little research has focused on how text and pictures are
integrated in working memory; however, the first results indicate that the CE plays a major
role in this process (e.g., Austin 2009; Brunyé et al. 2006; Doolittle et al. 2009; Pazzaglia et
al. 2008). Accordingly, we can conclude based on this review that working memory by and
large is working during learning from text and pictures in the way one would expect it
based on Baddeley’s model.

There is relatively little research yet about working memory components involvement
during multimedia learning. One reason could be that the dual-task methodology as the—
potentially better suited—way of investigating working memory contribution may be
difficult to implement, because the stimuli used in multimedia research are much more
complex than stimuli in basic cognitive psychology experiments. The second reason could
be that task features of experimental materials are more difficult to control systematically in
multimedia learning (e.g., the question of whether spatial information is also contained in
the text, which will possibly affect whether VSSP is involved during verbal information
processing or not; De Beni et al. 2005; Schmidt-Weigand and Scheiter 2011). Finally, it is
difficult to generate multiple instances of instructional materials that all share the same
features and that can be learned independently from each other, so that they can be used in
within-subjects designs for the assessment of baseline performance. To sum up, especially
the use of dual-task methodologies imposes certain requirements that may be difficult to
meet with multimedia materials, thereby explaining why until now there have been so few
studies investigating working memory involvement during multimedia learning.

There are slightly more studies, in which working memory capacities were gauged and
related to performance. Because of the correlative nature of this approach, the results have to be
interpreted with care. Also, in most studies we reviewed, participants were categorized into
high and low-capacity groups on the basis of their performance in the respective tests. The
resulting group variable was then incorporated in statistical analyses as a nominal factor (e.g.,
Gyselinck et al. 2000). This dichotomizing procedure often results in rather small group sizes
associated with a loss of power in the statistical analyses. Therefore, many authors have
suggested using continuous predictors in regression analysis instead (e.g., Irwin and
McClelland 2003; MacCallum et al. 2002), which allows testing for both main effects of
working memory capacity on multimedia learning and interactions between working memory
capacity and multimedia design variables (cf., Aiken and West 1991). Accordingly, especially
researchers using the working memory capacity approach need to be aware of the limitations
in terms of interpreting results as being caused by capacity differences and analyze their data
by using adequate statistical procedures.

Whereas the issues discussed until this point involve methodological aspects that need to
be considered in future research, more important conclusions can be drawn with respect to
refining theories of multimedia learning. Even though the reviewed studies strongly
supported the theories’ assumption that working memory components are involved during
multimedia learning, this review also reveals that there are inconsistencies between
Baddeley’s working memory model (Baddeley 1999) and the way the model has been used
in multimedia research.

First, the theories of multimedia learning refer to Baddeley’s model in a rather superficial
way, which leads to inconsistencies: Cognitive Load Theory (Sweller et al. 1998) promotes
a notion of overall working memory load (with the exception of the modality-effect
explanation). This is much more in line with the short-term memory concept of Atkinson
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and Shiffrin (1968) than with the model of Baddeley, whose major theoretical achievement
compared with its theoretical predecessor has been the differentiation of working memory
into various subsystems.

Second and more importantly, both Cognitive Theory of Multimedia Learning and
Cognitive Load Theory incorporate Baddeley’s assumptions about the distinction between
working memory subsystems in a way that is inconsistent with Baddeley’s model and that
cannot be empirically confirmed. In particular, dual-task studies do not provide any support
for the assumption that written text is initially processed in the VSSP, because no
interference with written text processing could be demonstrated for secondary tasks loading
the VSSP (e.g., Brunyé et al. 2006; Gyselinck et al. 2008). Thus, these empirical results
call into question Cognitive Theory of Multimedia Learning’s and Cognitive Load Theory’s
assumption that all visually presented materials (including written text) are initially
processed in the VSSP, that is, the visual part of the visual/pictorial channel. This implies
that the distinction of the two channels on the basis of sensory mode of representation (i.e.,
auditory vs. visual) is questionable, unless it refers to sensory rather than working memory.
In other words, a distinction of the two channels on the basis of presentation code (i.e.,
verbal vs. pictorial) is more suitable to explain text and picture processing.

The third inconsistency is that based on Baddeley’s model, it can be assumed that the CE is
important during multimedia learning, which was confirmed by the studies in this review. This
finding can be explained by the fact that the presentation of two information sources (i.e., text
and picture) requires the allocation of attention to stimuli, while ignoring others, as well as
monitoring and coordinating the subsystems. However, the CE is not explicitly incorporated
into Cognitive Theory of Multimedia Learning, but only mentioned briefly as a structure that
allocates, monitors, and adjusts limited cognitive resources (Mayer 2005). In earlier versions of
the Cognitive Load Theory, the CE is not acknowledged at all. In more recent publications
schemas stored in long-term memory are assumed to take over executive functions (e.g.,
Sweller 2005). Accordingly, in the framework of Cognitive Load Theory executive control is
domain specific in that it depends on the schemas acquired so far. This view differs from
Baddeley’s notion of a domain-unspecific CE. Moreover, according to Baddeley (e.g.,
Baddeley 1999), the CE is an active control structure that is similar to the Supervisory
Attentional System initially proposed by Norman and Shallice (1986) as a system for
deliberate action control for novel and complex tasks. Norman and Shallice propose another
control mechanism that is, however, limited to the control of routine or semi-automatic, well-
learned actions. This contention scheduling „acts through the activation and inhibition of
supporting and conflicting schemas“ (Norman and Shallice 1986, p. 3) and may, thus, be
more alike to the way Sweller (2005) conceives executive control. Nevertheless, it is
important to note that it is not identical to deliberate action control established by the CE or
the Supervisory Attentional System, respectively. In short, Sweller and Baddeley have
different understandings of the central executive, despite the fact that Baddeley’s working
memory model builds one of the theoretical foundations of Cognitive Load Theory. Because
of its empirically demonstrated importance during multimedia learning, we suggest to more
strongly emphasize the role of the CE as conceptualized in Baddeley’s working memory
model by explicitly embedding it into multimedia theories. Moreover, the ongoing debate
about the existence and functioning of the episodic buffer (see Pearson 2006 for an overview)
needs to be taken into account in future research, as from a theoretical point of view this
subsystem is also involved during multimedia learning (cf. Gyselinck et al. 2008). However,
currently no established methodologies exist that allow investigating this assumption.

It is important to note that the inconsistencies mentioned here are not just part of an
academic debate but have important consequences for educational practice. These
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inconsistencies challenge some of the explanations for well-established empirical effects in
multimedia research. For instance, if written text is processed in the PL from the beginning
on (similar to spoken text), then there is no reason to believe that using spoken rather than
written text would free cognitive resources of the VSSP. If other mechanisms than the ones
initially suggested were responsible for causing a multimedia design effect, then there
might be also other boundary conditions under which this effect can be observed. Thus,
recommendations about the design of multimedia materials may need to be changed as a
function of modifying explanations at the theory level. Hence, conducting research with the
aim of gaining a better understanding of the cognitive mechanisms underlying multimedia
learning is worthwhile not only for theory building, but also for improving instructional
materials.

Nevertheless, even though we believe that theories of multimedia learning should be
grounded in cognitive psychology, some general concerns remain when linking educational
theories to basic information-processing theories such as Baddeley’s working memory
model.

The first concern is that basic information-processing theories do not offer the most
useful level of explanation, even if working memory’s subsystems are involved during
multimedia learning. That is, when we discuss working memory contributions, we typically
refer to processes that take up to two seconds, while multimedia learning in real-world
educational scenarios spans across much longer timeframes. With longer timeframes,
higher-level variables such as motivation or the availability of cognitive and metacognitive
learning strategies may become more important to account for differences in learning
outcomes. Hence, even though multimedia learning is information processing for explain-
ing differences in achieving educational objectives with multimedia materials, a broader
perspective is required. According to this view, working memory is necessary but not
sufficient to explain multimedia learning.

The second concern is that pictures might serve different functions in the learning
process (see Carney and Levin 2002), which in turn might induce different working
memory demands on the learner. Currently, this aspect is rather neglected in multimedia
research, however, it cannot be excluded the possibility that the multimedia effects—which
are based on assumptions about working memory demands—depend on the specific
functions of the presented pictures.

The third concern is that any attempt to ground educational theories in cognitive
psychology will always be faced with the challenge to keep up with the insights generated
in cognitive psychology. For instance, alternatives to the Baddeley model have been
proposed such as Cowan’s Embedded Processing Model (see Miyake and Shah 1999, for an
overview). However, up to now none of these alternative models has become as widespread
across different research communities as Baddeley’s model; hence, educational researchers
may still be well advised when referring to the latter. Novel insights may also come from
neuroscience research. In fact, there is a vast amount of neuroscience research that
corroborates the assumptions about working memory (for an overview see Osaka et al.
2007). However, so far there are hardly any studies that have utilized the methodologies of
neuroscience to examine working memory components involvement during multimedia
learning, even though possible links between neuroscience and Cognitive Load Theory
have been discussed (cf., for a review Antonenko et al. 2010). Finally, especially reading
comprehension research has made a theory shift by moving from amodal to modality-
specific representations in long-term memory (e.g., Fischer and Zwaan 2008). All these
developments may play a role in building comprehensive cognitive theories of multimedia
learning in the future. However, accounting for these developments in multimedia research
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requires extensive knowledge of both educational as well as cognitive psychology research.
At the moment, it seems safe to argue that using the current multimedia learning theories is
appropriate for educational research as long as they explain the phenomena of interest.
Nevertheless, we need to be aware that we might overlook things, stagnate on the current
status quo because new insights are missing, or move into wrong directions, because the
theories that we use shape the way we conduct research in the field.
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